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I. SCI THEORY

Theories of the software engineering (SE) process have historically been dominated by stage-gate or lifecycle models, beginning with the Waterfall Model [1]. This was followed by a “methodology era”, during which SE was usually conceptualized through a methods lens, and a “post-methodology era” where methods continued to dominate conceptualization of SE despite their decreasing relevance to practice [2]. These lifecycle models and the methods based on them are fundamentally misleading due to their empirically debunked assumptions [3], [4].

Sensemaking-Coevolution-Implementation Theory (SCI) was developed as an alternative to lifecycle models of SE [5]. It is based on Alexander’s model of the “selfconscious” design process [6], reflection-in-action [7], and theorizing of coevolution by [8] among others. SCI (Figure 1, Table 1) posits that where a complex software system is developed by an independent, goal-oriented agent, that agent will engage in three basic processes—Sensemaking, Coevolution and Implementation— in a self-directed sequence.

The agent may be an individual or team. The arrows in Figure 1 indicate relationships between concepts and activities, not sequence—the agent may transition between activities in any order. In a typical project, Sensemaking may include interviewing stakeholders, writing notes, organizing notes, reading about the domain, reading about technologies that could be used in project, sharing insights among team members and acceptance testing (getting feedback from stakeholders on prototypes). Implementation may include coding, managing the codebase, writing documentation, automated testing, creating unit tests, running unit tests and debugging.

While Coevolution does not directly map to a variety of well-known software engineering activities, it is observable in real projects. For example, when a team stands around a whiteboard drawing informal models and discussing how to proceed, they often oscillate between ideas about the design object (e.g., “how should we distribute features between the partner channel screen and the partner program screen?”) and the context (e.g., “you know what, I think channels and programs are just different names for the same thing.”). This mutual exploration of context and design object is Coevolution. Coevolution may occur in planning meetings and design meetings, following breakdowns or during an individual’s internal reflection.

Evolution and coevolution are easily confused. In design literature, evolution, specifically evolutionary prototyping, denotes the gradual improvement of a software object. In contrast, coevolution refers to “developing and refining together both the formulation of a problem and ideas for a solution, with constant iteration of analysis, synthesis and evaluation processes between the … problem space and solution space” {Dorst:2001tq, p. 434}. SCI therefore distinguishes between two types of iteration—coevolution denotes simultaneously revising ideas of problem and solution within minutes or hours, while evolution denotes improving software artifacts over weeks and months.

SCI is a teleological process theory, intended to explain how software is developed in practice. Van de Ven [9] distinguishes two types of theories—variance theories explain the causes of consequences of something and often specify the relative contribution of multiple antecedents, while process theories explain how and why an entity changes and develops. Process theories come in at least four types [10]: lifecycle theories posit that an entity progresses through a series of stages in a predefined sequence; evolutionary theories posit a population of entities that changes as less fit entities expire and remaining entities change and recombine; dialectic theories posit that changes result from shifts in power among conflicting entities; teleological theories posit an agent who purposefully selects and takes actions to achieve a goal. SCI therefore takes a teleological approach to causality: software artifacts change as human beings (having free will) choose to change them. This differs from the probabilistic approach to causality adopted by many variance theories.

A survey [11] of over 1300 software development professionals found that SCI better described their processes than either Waterfall or an alternative SE process theory, the Function-Behavior-Structure Framework (FBS) [12]. Emerging evidence from an ethnographic study of an English software development team also supports SCI’s core claims and the impossibility of understanding conventional SE through Waterfall or FBS. SCI has been used to analyze SE curricula [13]. It can also be used to analyze design
methods and practices, and to teach SE and project management.
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Figure 1. Example of a TWO-COLUMN figure caption: (a) this is the format for referencing parts of a figure.

<table>
<thead>
<tr>
<th>Concept / Activity</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constraints</td>
<td>the set of restrictions on the design object’s properties</td>
</tr>
<tr>
<td>Design Agent</td>
<td>an entity or group of entities capable of forming intentions and goals and taking actions to achieve those goals and that specifies the structural properties of the design object</td>
</tr>
<tr>
<td>Context</td>
<td>the totality of the surroundings of the design object and agent, including the object’s intended domain of deployment</td>
</tr>
<tr>
<td>Design Object</td>
<td>the thing being designed</td>
</tr>
<tr>
<td>Goals</td>
<td>optative statements about the effects the design object should have on its environment</td>
</tr>
<tr>
<td>Mental Picture of Context</td>
<td>the collection of all of the design agent’s beliefs about its and the design object’s environments</td>
</tr>
<tr>
<td>Mental Picture of Design Object</td>
<td>the collection of all of the design agent’s beliefs about the design object</td>
</tr>
<tr>
<td>Primitives</td>
<td>the set of entities from which the design object may be composed</td>
</tr>
<tr>
<td>Sensemaking</td>
<td>the process where the design agent organizes and assigns meaning to its perception of the context, creating and refining the mental picture of context</td>
</tr>
<tr>
<td>Coevolution</td>
<td>the process where the design agent simultaneously refines its mental picture of the design object, based on its mental picture of context, and the inverse</td>
</tr>
<tr>
<td>Implementation</td>
<td>the process where the design agent generates or updates the design object using its mental picture of the design object</td>
</tr>
</tbody>
</table>

TABLE I. CONCEPTS AND RELATIONSHIPS OF SCI THEORY, DEFINED
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I. INTRODUCTION

It seems certain that the scope of any general theory of software engineering must include not only software developers and development methods, but also the software product itself. The task of building a general theory of software engineering then consists of identifying relationships among the attributes and variables - or units - of these objects [1]. This paper aims to spark a discussion about which product attributes and variables should be included in such a theory, and how they should be measured. Since the utility of a theory is determined by the hypotheses that can be derived from it, we begin by asking: what predictions should a universal theory of software engineering be capable of making?

II. PREDICTION AND SOFTWARE EVOLUTION

In mature engineering disciplines, theories from the mathematical and physical sciences are used extensively to ensure that a proposed product will meet the customer’s requirements. Similarly, many software engineers assert that the correctness of programs should be assured through mathematical proof [2], or more generally that “To build something good ... you have to predict in the design stage the qualities of the end product” [3]. In this section we will argue that a broad definition of quality is required, if theory is to help developers achieve long-term customer satisfaction.

A limitation of the proof-of-correctness view is that a definitive ‘end product’ does not always exist. Many software systems continue to evolve long after deployment, often leading to variants and enhancements far in excess of their original scope. Therefore it is crucial that software is not only correct, but also easy to modify.

Despite advances in requirements elicitation and specification techniques, it is likely that software evolution will become increasingly common for three reasons. Firstly, customers don’t always know what they want. A customer - afflicted by the I’ll Know It When I See It (IKIWISI) syndrome - may be unable to provide a system’s requirements until a prototype has been delivered, and this is especially common for graphical user interfaces [4]. Secondly, for any product operated by humans there is no such thing as a perfect design; “the problems of multiple users or changing fashion or new aesthetics will always be lying in wait” [5, ch.3]. Even for software with no human user interfaces, as interconnection between systems grows, updates to keep pace with external changes become routine [4]. Finally, future variant systems, if any, are likely to be accommodated in software where possible, due to the relatively malleable nature of software as an engineering medium. For example, “most car manufacturers now offer engines with different characteristics ... frequently these engines ... differ only in the software of the car engine controller” [6]. In summary, a practical unifying theory of software engineering should be capable of predicting all qualities that are important to a long-lived evolving family of software products.

III. DEFINING PRODUCT QUALITY

Software product quality is often modelled as a hierarchy of attributes [7]. While some attributes such as reliability are well defined, there is no overall agreement on the content or structure of this hierarchy; in particular, many attributes relating to the nonfunctional properties of software and its evolution are poorly understood. We argue that a major research effort is required to clearly define them.

From a scientific perspective, it is crucial that such definitions are not predicated on specific software technologies. For example, several authors have proposed object-oriented coupling and cohesion (e.g. [8]) as measures of maintainability, and this view is supported by empirical evidence
in certain contexts (e.g. [9]). However, these definitions are rooted in the object-oriented paradigm, so they cannot be used to compare, for example, object-oriented and functional programming approaches. It follows that any theories built on these definitions cannot predict which method or language would be preferable under given conditions - and these are currently some of the most significant questions in software engineering research [3].

IV. EXAMPLES FROM ENGINEERING HISTORY

The history of software engineering is relatively short, so for illustrative examples of product quality definition problems we must turn to other engineering disciplines.

A. Tacoma Narrows Bridge Collapse, 1940

The first Tacoma Narrows bridge, which opened in July 1940 and collapsed five months later, is a well-known example of design failure due to incomplete theoretical knowledge. The collapse was caused by violent torsional oscillations in the bridge deck, induced by aeroelastic fluttering. The design, while ambitious in its scope and daring in its economy of materials, did not apparently violate any contemporary theories of good bridge building [10, ch.9]. However it is surprising to note that, by 1939, flutter in aircraft wings was theoretically quite well understood, and had been widely reported for at least two decades [11]. The Tacoma Narrows disaster can thus be viewed as a collective failure to understand that aeroelasticity is an important attribute of bridge design quality.

An investigation into the disaster was led by Burt Farquharson of the University of Washington, who began his study of the bridge soon after its opening, and was present at the time of its collapse. Figure 1 shows a still image of the bridge on that day, taken from 16mm Kodachrome video footage which was fortunately recorded by the owners of a nearby camera shop. To the left of the picture, an optical gauge constructed by Farquharson’s team can be seen; this allowed the bridge’s vertical oscillations to be precisely measured and recorded using a film camera positioned on the shore1. These observations and measurements were crucial to the disaster investigation, and ultimately led to the integration of aeroelastic flutter into mainstream bridge engineering theory during the 1950s [12]. In the intervening period, the Bronx-Whitestone bridge, which is of similar design, was strengthened against the symptoms of aeroelastic fluttering by adding extra material [10, ch.9]; however such quick-fix solutions to quality issues are rarely available in software engineering.

It is likely that the first Tacoma Narrows bridge was not the first bridge to be damaged or destroyed by aeroelastic fluttering [11]; and some authors consider that the 1940 collapse might have been prevented if these earlier incidents had been observed, measured, and studied in more detail [10, ch.9]. Collectively, the history of long-span suspension bridge design illustrates that a rich set of observations and measurements may be an essential prerequisite to successful theory building. The lessons learned from Tacoma Narrows also suggest that software engineering may have much to gain from detailed studies of project failure.

B. Langley Field Aircraft Experiments, 1919-1941

Once recognised, the problem of a poorly-understood product quality attribute can apparently be overcome by a concerted research effort.

Before 1920, the maneuverability of aircraft could not be predicted at design time, and was mostly a matter of trial and experience. Prototype aircraft sometimes exhibited dangerous handling characteristics, and often these flaws could only be corrected by costly and time-consuming modifications [13, ch.4]. At Langley Field aeronautical laboratory, Virginia, from 1919 to 1923, this problem began to receive serious research attention. A lengthy series of flight tests successfully moved the focus of investigation from qualitative judgements by pilots to quantitative measurements of the control forces required to perform various manoeuvres. Key to this progress was the development at Langley of experimental procedures based on new measuring instruments and data recorders, such as the three-axis accelerometer [14] and synchronizing chronometer [15]. These devices relieved pilots from having to pause during and between manoeuvres to record measurements manually, and thus allowed a far greater quantity of more accurate product data to be collected [16, ch.3].

By the mid 1930s, the growth of commercial air travel and the problem of pilot fatigue over longer journeys led to

1At the instant shown in figure 1, the striped vertical pole and the markers attached to the street lamps behind it are clearly not aligned, due to the extreme twisting motion of the bridge. Clearly, the displacement gauge was not designed to measure torsional oscillations; the bridge's final mode of collapse apparently came as a surprise even to Professor Farquharson.
renewed interest in flying qualities\textsuperscript{2}. Under the leadership of Robert Rowe Gilruth, comprehensive flight tests of at least 18 aircraft and ground experiments to discover the forces exerted by pilots on the controls led to the publication in 1941 of the first full flying qualities specifications\textsuperscript{3}. These specifications included a beautifully simple measure of maneuverability - the stick force per $g$ - that is equally applicable to all types of aircraft and is still in use \cite[ch.3]{16}. The experiments also yielded the large body of data necessary to build theories of maneuverability [13, p.32], that today allow flying qualities to be accurately predicted from a given aircraft design.

V. Conclusions

Any holistic view of software product quality should include attributes that are relevant to continuously-evolving systems; however many such attributes are currently only poorly understood. Our first historical example, taken from the pioneering era of long-span suspension bridge design, illustrates the desirability of a complete theoretical understanding of product quality in any engineering endeavour. This theoretical understanding might take many decades to arise, unless a concerted effort is made to identify the phenomena of interest and study them by observation and measurement of product instances.

Our second example, taken from the early years of long-range aircraft design, shows how instrument development can enable large-scale product observations, which in turn may yield concise and useful theoretical knowledge. Vincenti identifies in this example seven phases of product quality research: familiarization with problem; identification of variables, concepts, and criteria; development of instruments and techniques for measurement; growth of opinion regarding desirable qualities; scheme for (empirical) research; measurement of qualities for a cross-section of products; and assessment of results to arrive at general conclusions \cite[pp. 705–754]{20}. While these phases do not represent a strict ordering, in our example the important theoretical results only began to emerge during the empirical phase. Noting the apparent shortage of widely-accepted theories in software engineering [3], we suggest that a lack of interest in measurements and instruments may be holding back empirical research in our discipline. We hope that the removal of this barrier will eventually lead to significant theoretical progress.
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Abstract—The paper presents a framework for building theory from development practices. The framework locates practices in a learning loop that is situated in a development context. The framework recognizes that practices are related to their learned rationale that may come from previous experiences, i.e. observed impacts of practices, or from existing theory.

I. INTRODUCTION
Software engineering is a practice-oriented field and the work of the software developer is in the core of its research. Lack of theory in software engineering has been recognized by researchers [1] and attempts have been made to establish a theory base [2]. In this paper we present a framework for building theories from software development practice using six concepts and their relationships. The first part of this paper gives a brief definition of these concepts. The second parts ties them together as a framework through which theories of ISD practices can be built by learning from practice. An earlier version of the framework has been published in [3].

II. ESSENTIAL CONCEPTS FOR CREATING THEORIES OF SOFTWARE DEVELOPMENT
Our framework builds on six main concepts to be distinguished in order to learn from software development practice and to build theories of it: learning, a practice, development context, rationale, impact, and theory.

Learning is based on Argyris & Schön [4], to the idea of “theories-in-use”. To learn from practice requires that we identify or assume causal relationships between actions taken during software development and desired outcomes. Learning from a particular set of development actions requires that we treat development projects and actions as “experiments” from which we generate evidence to test selected theories-in-use with regard to selected ideas of development practices.

A central concept in our framework is the concept of a practice. One dictionary definition of a practice is “something people do regularly” [5]. In context of a development project or an organization, a development practice may become an organizational practice or routine, which can be defined as the organization’s routine use of knowledge, especially “know-how” [6]. The concept of “best practices” illustrates an assumption that abstractions of such know-how can be usefully analyzed and lessons learned from practice can be transferred through them between organizational contexts and over time. However, organizational practices often have tacit components embedded partly in individual skills and partly in collaborative social arrangements. If we compare a software development method and a practice, a method adopted in an organization always embodies a predefined practice or a set of them, whereas a practice is not always defined at the detailed and explicit level, at least with regard to all potential elements of method knowledge.

A software development effort takes place in a development context. For example, Orlikowski [7] identifies that the role of the system, development structure and operations, development policies and practices, development staff, corporate strategies, organizational structure and culture, customers, competitors, and available technologies represent contextual categories of issues which may influence changes in development practices. A recent study [8] identified 170 different situational factors that affect the software development process.

The concept of rationale is useful for understanding the reasons for an organization’s development practices in general (i.e. also those practices in use, which do not necessarily fulfill the characteristics of a thorough method). A rationale for a development practice provides justifications for the creation, use and modification of the practice or set of practices.

Learning requires analysis and identification of impacts of the practices to the software, project, or to the development context in general. Such impacts may be desired already according to the explicit method or practice rationale(s), or they may be unexpected, sometimes even unwanted.

Finally, these concepts are needed for creating and evaluating theories of software development practices. That is, we pursue theories which can analyze, describe, and explain contextual practices, ultimately aiming at a level of prediction. That is, we believe that it is useful to analyze the practice and aim at predictive theories of certain types of development practices, with regard to their impacts on the development products, projects and processes, and contexts.

III. FRAMEWORK DEFINITION
In the following, let us relate these concepts to each other to form a framework to guide research on development practices. Figure 1 relates these concepts together and shows their relationships we need to understand in order to build theory from software development practice.

\[ T(DC) \rightarrow (R, \sum P, \rightarrow I) \]

![Figure 1 A framework for building theories from development practices.](image)

Learning (L) is a boundary-spanning mechanism which need to exist, on the one hand, in a development context (DC) so that previous theories (T, including previous, more or less well-grounded, methodological recommendations) of
development can inform local rationale (R) for new practices (T → L → R) and that observed impacts (I) of the target organization’s previous practices (P) can inform further local rationality to adjust the practices (I → L → R). On the other hand, learning is needed between development organizations and the theory builders, who observe development actions and local interpretations of such actions in practice and try to abstract lessons to be learned from the particular practices in question (L → T) (Figure 1).

Development context (DC) involves all the issues which have impact on how practices in the target organization or project are socially constructed and how the software development organization can learn from its practices. The context has impact on rationale (R) to implement new practices and to motivate change, on the actual construction of practices (P) themselves, on the impacts (I) reached from the desired change, and on the learning process and lessons learned. That is, practices, their impacts, and learning may not be purely based on the identified rationale alone, but can be affected by contextual issues (Figure 1). If contextual issues are explicitly identified before implementing a new set of practices, it becomes a part of the rationale. However, some contextual issues may have a more implicit effect on enacted practices and their impacts, recognized only after new practices have been tried out.

Learning from local and contextual development practices requires good understanding of how practices are implemented and used in any target context of development. The contextual rationale(s) for particular practices and their improvements should cause meaningful change(s) in a practice or a set of practices, which are, again, often a part of a larger, interrelated set of practices (R → P, ΔP → P′) in the context. Moreover, contextual impact(s) after a practice has been introduced or changed need to be studied (ΔP → P′ → I), and lessons learned from the observed impacts need to be distilled (I → L) (Figure 1).

If observed changes and improvements in local practices are used to contribute to a theory (T) of a selected set of general-level development practices (beyond the context in question) through a learning process (L → T), then we need also to recognize ideas of more generic or universal rationales giving reasons to implement certain types of practices (RU → P, ΔP → P′) (Figure 1). As well, generic ideas to categorize development contexts, which may have impact on rationales, enactment of particular practices, and impacts resulting from particular practices, may be theorized. Through learning from the target context(s), software development research may theorize further on more universal issues of the development context (DC), their impact on rationales for practices, actual practice domains of interest, and the generalized ideas of impacts from choosing particular practices (DC → (RU → P, ΔP → P′)) (Figure 1). Here, it is important to note that the descriptions of development contexts, rationales, practices, and their impacts at the level of a theory should be distinguished from the observed practices (or local interpretations of practices) in the context.

We believe that theories of software development practices should pursue to promote understanding of reasons why to consider implementation of particular idealized practices and impact of those practices, discussed in the light of theoretical categories of contextual issues and contingencies. Such theories (T) would be able to answer to three research questions, which we believe to be of interest for scholars, educators, and practitioners (Figure 1.):

- Why are particular practices followed (or not) in software development? (RU → ∑ P)
- What are the expected impacts (both desired and undesired) from adhering to a set of certain pre-described practices? (∑ P → I)
- How are certain types of development contexts expected to affect on the rationale for, the impact on, and the implementation of certain pre-described practices? (DCU → (RU → ∑ PU → IU))

IV. FINAL REMARKS

The biggest differences between our framework and the Essence by the SEMAT initiative [2] are:

1. The Essence attempts to build ontology of software development by identifying pertinent ‘alphas’ and ‘activity spaces’. Our framework is more research oriented and uses a very limited set of concepts and leaves the ontology building to research through observation and learning.

2. In our framework all theory is used and produced through the lens of learning. In the Essence learning is not so much a part of theory creation.

Although we have presented the framework rather formally, we believe that the actual theories of software development practice are usually informal by nature. Software development is a human activity that is done in social organizations. The development context is therefore often unique and exact repeating of studies is hard. Software itself is often social and linguistic by nature. Therefore results of many empirical studies will remain descriptive. Hence, advanced theorizing will require synthesizing over the existing base of rather idiographic empirical results from literature. Any theorizing effort would require a knowledge base including thorough descriptions of lessons learned from contextual software development cases, to enable establishment of theoretical patterns among similar types of cases. Theoretical efforts to integrate already existing reports and lessons learned into more generic theoretical models are also required.

V. REFERENCES
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I. INTRODUCTION

Theory building is an activity aimed at abstracting and generalizing knowledge within a field of research. It is assumed to improve communication among researchers and support building new research upon existing knowledge. According to Hannay et al. [6] “[a] theory provides explanations and understanding in terms of basic concepts and underlying mechanisms, which constitute an important counterpart to knowledge of passing trends and their manifestation.”

Hannay et al. [6] conducted a systematic literature review of software engineering experiments, 1993–2002. They found 40 theories in 23 articles, out of the 113 articles in the review. However, only two of the theories were used in more than one article – hence theories were not used for communication and building upon existing research. The use of theory is hence concluded being scarce in software engineering, in the observed time period. Although there is no systematic literature review conducted for the sub-sequent decade, we have not seen any clear indications in the major software engineering journals of substantial activity in the theory building and use.

This position paper is based on a chapter by Wohlin et al. [12, p. 21-22]. We first summarize existing work on theory building and the discuss where to go from there.

II. RELATED WORK

Endres and Rombach [4] identified a list of 50 findings which they referred to as ‘laws’, which is a notion for a description of a repeatable phenomenon in a natural sciences context. They applied this notion to software engineering. Many of the listed ‘laws’ are rather general management theory than software engineering, for example, “it takes 5000 hours to turn a novice into an expert”. In their notion, theories explain the ‘laws’, hypotheses propose a tentative explanation for why the phenomenon behaves as observed, while a conjecture is a guess about the phenomenon. Endres and Rombach listed 25 hypotheses and 12 conjectures appearing in the software engineering literature.

Zendler [13] took another approach, defining a “preliminary software engineering theory”, composed of three fundamental hypotheses, six central hypotheses, and four elementary hypotheses. He defined a hierarchical relation between the hypotheses, the fundamental being the most abstract, and elementary the most concrete ones, originating from outcomes of experimental studies. An example theory according to Zendler is “object-oriented programming techniques have advantages against structured programming techniques”. He surveys software engineering experiments, and structure his findings in fundamental, central and elementary hypotheses. However, the chain of evidence from the experiments to the hypotheses are not clearly reported.

Gregor [5] described five general types of theory, which may be adapted to the software engineering context according to Hannay et al. [6]:

1) Analysis: Theories of this type describe the object of study, and include, for example, taxonomies, classifications and ontologies.
2) Explanation: This type of theories explains something, for example, why something happens.
3) Prediction: These theories aim at predicting what will happen, for example, in terms of mathematical or probabilistic models.
4) Explanation and prediction: These theories combine types 2 and 3, and is typically what is denoted an “empirically-based theory”.
5) Design and action: Theories that describe how to do things, typically prescriptive in the form of design science. It is debated whether this category should be denoted theory at all.

Sjöberg et al. [11] propose a framework for software engineering theories, comprising of four main parts: (i) Constructs, (ii) Propositions, (iii) Explanations, (iv) Scope, The constructs are the entities in which the theory are expressed, and to which the theory offers a description, explanation or prediction, depending on the type of theory as defined above. Propositions are made up from proposed relationships between the constructs. The explanations originate from logical reasoning or empirical observations of the propositions, that is, the relationship between the constructs. The scope of the theory defines the circumstances, under which the theory is assumed to be applicable. Sjöberg et al. [11] suggest the scope being expressed in terms of four archetype classes: actor, technology, activity and software system, see Table I.
The scope description is a kind of minimal ontology. Ontology engineering is a field originating from knowledge representation, and there are exist ambitious initiatives to explore this, both to develop principles, methods, tools and languages for ontologies in software engineering, e.g. Calero et al. [1] as well as defining the ontologies themselves, e.g. Jacobson et al. [7].

III. FUTURE OF SOFTWARE ENGINEERING THEORIES

Based on the attempts to develop and use theories in software engineering, we derive three criteria that should apply to any software engineering theory. A theory should, (i) be empirically founded, (ii) have a defined scope, and (iii) be relevant.

A theory should be empirically founded, based on a systematic collection of empirical evidence, e.g. through systematic literature reviews [8]. Whether the evidence is based on experiments [12] or case studies [10] is a secondary issue, but the systematic collection of empirical evidence is crucial. The above cited theory proposals are based on empirical studies [4, 13], but they fail with respect to the systematic collection of empirical evidence, as well as in an transparent synthesis, leading to the theory.

A theory in software engineering should have a defined scope. Firstly, the scope should be software engineering, and not interfere with general management theory, as in one of the early attempts to software engineering theory [4]. Secondly, also within software engineering, the scope of the empirical findings may be very specific to the scope, as recently illustrated by Dybä et al. [3], who observed, as an example, that pair programming worked very differently for novices and experienced programmers. Consequently, the scope of a theory on pair programming must this into account.

Finally, a theory must be relevant for the practitioner. Knowing that "object-oriented programming techniques have advantages against structured programming techniques" [13] does not help neither a practitioner nor a researcher, unless it defines which advantages is has, and under which circumstances these advantages are observed.

There is a conflict between the ambitions of researchers to provide rigorous answers and practitioners’ expectations of short and clear answers. We cannot avoid this dilemma, but have to face it and derive empirically founded, scoped and relevant theories to communicate software engineering knowledge. Hopefully we will embrace Lewin’s famous quotation: “There is nothing so practical as a good theory” [9, p. 169].
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This position paper discusses the theoretical foundation of Software Engineering (SE) and argues that it should consist of two branches, the first branch deals with the generic properties of software products, the second one deals with the generic properties of SE processes. The paper argues that one of the important properties of the software development process is its model of knowledge transformation, and it suggests to adapt Nonaka’s SECI model for investigating and comparing various software development methodologies.

I. INTRODUCTION

Software Engineering (SE) is an engineering discipline that deals with manufacturing of certain kind of products – software. Therefore, the SE theoretical foundation should concern both:

- the properties of the product (software), and
- the properties of the processes of product development, maintenance and retiring/disposing

This means that the theoretical foundation of SE is naturally split into two main areas, which while being interconnected have different underlying concepts.

As we deal with the theoretical foundation, the properties of both products, and processes should be considered on the high abstract level, so that the theory can be applied to any kind of software, and to any kind of methods of software development and maintenance.

A typical example of product properties on the high abstract level is Software Quality, the subject addressed in numerous research works. Less popular subject that, in our view, is of great theoretical interest is multilayered architecture of software products. We believe that the theoretical foundation for creating a product-independent platform to address this subject can be found in the works of Michael Polanyi [1]. In it, he introduces the principle of boundary control according to which each layer has two sets of laws to obey. One set is the laws of its own layer, the other set is the laws of boundary control from the layer above which uses this layer for attending its own goals/properties. In addition, he states that the laws of the upper layer are not reducible to the laws of the lower one.

In this paper, we, however, leave the properties of the software products outside the scope of our consideration and concentrate on theoretical foundation for the software development process. As this is an intellectual process which practically does not deal with the physical world, the transformation of knowledge in this process is of major importance. There are numerous methods of software development; therefore creating a theoretical foundation for knowledge transformation that is applicable to any of them is a challenging task. We propose to use ideas from Nonaka’s SECI model [2] as a foundation for the theory of knowledge transformation in the software development process. In this short paper, we will give an outline of how ideas from SECI could be applied to software development.

II. SECI MODEL

SECI stays for Socialization – Externalization – Combination – Internalization, see Fig. 1, was developed in [2] to explain the ways how knowledge is created in an organization while being transformed from the tacit form to explicit and back.

![SECI diagram](http://gramconsulting.com)

Figure 1. SECI diagram, adapted from [http://gramconsulting.com](http://gramconsulting.com)

In the sections that follow, we demonstrate how the ideas from SECI can be applied to software development process.

III. KNOWLEDGE TRANSFORMATION IN THE TRADITIONAL SOFTWARE DEVELOPMENT

Knowledge transformation during the traditional cycle of software development is represented in Fig 2. It starts with tacit knowledge on the needs that exists in the heads of the stakeholders. Then, it is transformed into explicit knowledge of requirements specifications which correspond to
**Externalization** in Fig. 1. After that, this explicit knowledge is converted into another explicit form of design specifications. This transformation corresponds to **Combination** in Fig. 1, as the transformation is done with the help of software design principle of the appropriate SE domain. The next step, **Coding**, consists of transforming explicit knowledge of design specifications into the knowledge **embedded** into a software system. Though parallel to **Internalization** from Fig. 1, this step does not correspond to the latter exactly. We call this step **Embedment**. The next step, **Learning to use**, consists of transforming the knowledge embedded in the software system into the tacit knowledge of its users that use the system in their practice. Though parallel to **Socialization** from Fig. 1, this step does not correspond to the latter exactly. We call this step **Adoption**.

![Diagram](image)

**Figure 2. ECEA - Knowledge transformation in the traditional software development**

The resulting model, which abbreviates to ECEA, can be useful for analyzing risks inherent to the traditional software development:

1. Requirements does not catch the needs properly
2. Requirements are not converted into a proper design
3. Coding does not follow the design exactly
4. The new software is not properly understood by its users, and it is rejected or used in the wrong fashion

The risks above can be minimized by employing qualified requirements engineers, developers, programmers, and trainers. However, they can never be totally eliminated. The biggest risk of all, however, in today’s highly dynamic environment is that:

5. While a new system is under development, the problems/needs are continuing to evolve. As the result, a wrong/ outdated system is delivered to the stakeholders.

**IV. KNOWLEDGE TRANSFORMATION IN THE AGILE SOFTWARE DEVELOPMENT**

One way to minimize the risks of the traditional software development is to use the agile principles [3]. Knowledge transformation in the agile development in the idealized form is represented in Fig. 3. In it, the **Design** phase is removed, and one big cycle is substituted by many small ones. This corresponds to the main idea of agile development to avoid, as much as possible, transforming knowledge into explicit form. Minimum requirements and design documents, e.g., notes, emails, or black-whiteboard diagrams, however, still exist, but they do not represent legally binding requirements of the traditional approach.

![Diagram](image)

**Figure 3. Knowledge transformation in the agile software development**

As we see from Fig. 3, the nature of the requirements engineering phase is also changed. It consists in transferring tacit knowledge of problems/needs from the stakeholders to the design team, and thus corresponds to **Socialization** in Fig. 1. As the result we get the repeating cycle of **Socialization-Embedment-Adoption** – SEA model.

**V. CONCLUSION**

As we discussed in Section I, the theoretical foundation of SE should have two branches, one concerns the generic properties of software, the other concerns the properties of SE processes. As there are multiple different methods of developing software, the theory of the second branch should be able to model different sides of these methodologies, so that they could be compared, and the one that suits best a given context of development could be chosen.

We believe that SE theory should include an approach to describing and modeling knowledge transformation in software development processes. As we have shown in Section II-IV, SECI model from [2] could be adapted for this kind of modeling.

The ideas presented in this position paper are based on the analysis of the authors own practice of developing software systems (Agile as well as not agile) and introducing them into organizational practice, see for example [5].
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Abstract—In this paper, we propose a set of quality criteria of general theories of software engineering: The quality of a general theory of software engineering depends on (i) the universality and precision with which it predicts the influence of the software decision makers’ actions on the software development goals, (ii) its degree of corroboration, (iii) its degree of formalization, (iv) the unambiguousness of its measurement procedures. The argument for these quality criteria is based on (a) the oft-quoted adage by Kurt Lewin, "There is nothing so practical as a good theory", (b) Karl Popper’s The Logic of Scientific Discovery, and (c) the Essence of the SEMAT Initiative.

I. INTRODUCTION

Quality criteria for scientific theories have been extensively examined within the field of philosophy of science [1]. In this paper, we propose a slightly modified set of criteria suitable for general theories of software engineering. The purpose of the proposal is to guide the search for a general theory of software engineering, as well as to contribute to an increased awareness of the importance in practice of software theories.

II. PREDICTING DECISIONS’ EFFECTS ON GOALS

Kurt Lewin famously proposed that “There is nothing so practical as a good theory” [2]. In the context of software engineering, the word “practical” arguably means that the theory is of benefit to the engineering effort, i.e. that it somehow aids the practitioner attaining her design goals. How then can a theory provide such aid? A theory can itself not perform actions in the real world. Its only manner of influencing the world is through the actions of decision makers; a person’s behavior is contingent on the theory she subscribes to. The benefits of theory thus must come through its decision-guiding capacity.

Given that decision-makers strive for certain goals with a limited set of means at their disposal, their problem is to determine which of the available actions achieve what results; which knobs influence what gauges. This is a problem that a theory can solve; a theory can be used to predict the effects of actions on goals. This leads to a first version of quality criteria (i): The quality of a general theory of software engineering depends on the extent to which it predicts the influence of the software decision makers’ actions on the software development goals.

III. UNIVERSALITY AND PRECISION

In a subsequent section, the software decision makers’ actions and goals are elaborated on. Another critical part of the formulation of the first criteria is “the extent to which [the theory] predicts […]”. The iconic philosopher of science Karl Popper [3] employs the term empirical content to denote that “extent”. According to Popper, empirical content is increased either by increasing the universality of the theory or by increasing its precision. To explain these concepts, Popper exemplifies with the following four theories:

p: All heavenly bodies which move in closed orbits move in circles. or more briefly: All orbits of heavenly bodies are circles.
q: All orbits of planets are circles.
r: All orbits of heavenly bodies are ellipses.
s: All orbits of planets are ellipses.

Moving from p to q, the degree of universality decreases; and q says less than p because the orbits of planets form a proper subclass of the orbits of heavenly bodies. Moving from p to r, the degree of precision decreases: circles are a proper subclass of ellipses. Corresponding remarks apply to the other moves. To a higher degree of universality or precision corresponds a greater empirical content. In summary, higher universality means that more things can be predicted, and higher precision means that those predictions become more exact.

Universality and precision are implied in quality criteria (i). A theory that only predicts the effect of one kind of action, e.g. choice of development method, on one kind of goal, e.g. development effort, is less universal than a theory that also can predict the effect on software quality. A theory that only vaguely predicts that a big application will be more costly to develop than a small one is less precise than a theory that predicts the cost in dollars and cents based on function points. A reformulation of criteria (i) is thus: The quality of a general theory of software engineering depends on the universality and precision with which it predicts the influence of the software decision makers’ actions on the software development goals.

IV. DEGREE OF CORROBORATION

According to Popper, “Theories are not verifiable, but they can be ‘corroborated’. The attempt has often been made...
to describe theories as being neither true nor false, but instead more or less probable. […] Instead of discussing the ‘probability’ of a hypothesis we should try to assess what tests, what trials, it has withstood; that is, we should try to assess how far it has been able to prove its fitness to survive by standing up to tests. In brief, we should try to assess how far it has been ‘corroborated’.”

Software engineering theories do not differ from other theories in this respect; corroboration is a quality criteria. A theory that has passed many difficult empirical trials is better than one that has not. This leads to quality criteria (ii): The quality of a general theory of software engineering depends on its degree of corroboration.

V. DEGREE OF FORMALIZATION

Popper continues: "The requirement of consistency […] can be regarded as the first of the requirements to be satisfied by every theoretical system, be it empirical or non-empirical. In order to show the fundamental importance of this requirement it is not enough to mention the obvious fact that a self-contradictory system must be rejected because it is ‘false’. […] But the importance of the requirement of consistency will be appreciated if one realizes that a self-contradictory system is uninformative. It is so because any conclusion we please can be derived from it. Thus no statement is singled out, either as incompatible or as derivable, since all are derivable.”

The best way to avoid inconsistency is by formalization. A sufficiently formalized system can be subjected to automated methods to detect inconsistencies. But benefits of formalization appear before a system has been mathematically formalized. A theory presented in a structured form is often less ambiguous than a theory presented casually.

This leads to quality criteria (iii): The quality of a general theory of software engineering depends on its degree of formalization.

VI. AMBIGUITY OF MEASUREMENT PROCEDURES

As stated in the second section, a precise theory is preferable to an imprecise theory. Imprecision can appear in two relations. The first relation, discussed in Section II, is between the constructs of the theory. For instance, the proposition “System X is larger than System Y” is less precise than “System X is twice as large as System Y”.

The second relation that can cause imprecision is between the constructs of the theory on the one hand and the real world on the other. In other words, the theory’s measurement procedures may be imprecise, or stated differently, the theory’s definitions may refer to the real world in imprecise ways. A theory that represents system response time on an ordinal scale of “high”, “medium” and “low” is less precise than a theory that represents response time in seconds.

This leads to quality criteria (iv): The quality of a general theory of software engineering depends on the ambiguity of its measurement procedures.

VII. SOFTWARE ENGINEERING ACTIONS AND GOALS

Having formulated the four quality criteria, we may ask:

-Which specific features distinguish a software engineering theory from other theories?

To this end we elaborate additionally on the first quality criteria by detailing the actions and goals of the software decision maker. We believe that it is fruitful to relate these to the Essence developed by the SEMAT initiative [4]. In the Essence, a key concept is the Alphas. Alphas are “representations of the essential things to work with” [4]. Examples of alphas are Software System, Requirements, Work, Team, and Way of working. We propose that these alphas constitute the base for the actions of the software decision maker in quality criteria (i). For instance, an action might be to change the requirements, or to modify the way of working by replacing one practice with another.

Considering the software development goals, SEMAT describes these as better software, faster and with happier customers. Thus, criteria (i) can be further elaborated to the following: The quality of a general theory of software engineering depends on the universality and precision with which it predicts how actions on the SEMAT alphas lead to (or away from) better software faster and with happier customers.

VIII. SUMMARY

We have presented four quality criteria for general theories of software engineering that we believe should guide theory development within the field: (i) the universality and precision with which it predicts the influence of the software decision makers’ actions on the software development goals, (ii) its degree of corroboration, (iii) its degree of formalization, (iv) the unambiguousness of its measurement procedures.

We believe that good SE theories – obeying the above quality criteria – will not appear like fashionable meteors just to fall in disregard a short time after. Each good theory will be tested in the laboratory and in the field against real software systems and endeavors – its predictions gradually gaining confidence by corroboration. This will impart relatively long-term resilience, until a better theory appears and replaces it, like in any other field of science and engineering.
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Abstract—Our position is that an engineering discipline needs a theory that can be used to predict the properties of its artefacts. If one follows the example of Maxwell’s equations, software engineering needs to be based on a theory of computation, like electrical engineering is based on a theory of electromagnetism. Such a theory of computation is likely to fundamentally be about states and state transformations.

Index Terms—Software engineering, Theory, State, Transition.

I. INTRODUCTION

Writing about what is the theory of one’s subject domain is an exercise in finding the limits of one’s thinking. There need to be limits, since otherwise the subject is all-encompassing: without limits nothing is excluded. Nevertheless, limits on thinking also limit solutions that get considered.

Maxwell’s equations describe limitations on the values of measurable quantities of electromagnetic phenomena. They are not exact—at limit, since they ignore quantization—but bulk descriptions. They do, however, allow a limiting process of more accurate approximations until the quantization effects break this down. As such they are eminently applicable to engineering, as witnessed by their success.

Engineering is the art of constructing artefacts to provide services to society. Specifically, it is an art, not a science! A science would be more concerned about understanding its underlying phenomena.

Engineering does not need understanding as much as it needs an ability to make predictions, hopefully quantifiably reliable. Engineering has used many phenomena long time before the physicists, chemists, or others have come up with explanations of how these come about. For the engineer being able to achieve an effect reasonably reliably is more important than why the effect comes about. (The same is true of the magician: it is not without cause that Thomas Alva Edison was called the “wizard of Menlo Park”.)

Software is unique in that its construction is to verbalize it in a form that spawns a behaviour when interpreted. One of the subliminal attractions of writing software is this—here rather trivial—godlike ability to say “Let there be light” and make light appear. Before software, you needed to at least connect together components to make something, say, a radio receiver by soldering. With software, you can make a radio by writing a program to process radio frequency samples and to procure sound—well, some can… Small change in the program can also radically alter its behaviour, making programs chaotic systems. Moreover, a program can spawn a behaviour that can be partially parameterized by the conditions under which it is interpreted, only partially, since it can display also at least seemingly random traits. All such behaviours should be predictable, however. So, constructing software is quick and easy, but getting it predictably to behave as is desired can be even harder than with other branches of engineering.

II. DISCUSSION

We shall briefly treat each of the questions posed by the call-for-participation, in order:

What are the objectives of a theory of software engineering: These are the same as for any engineering discipline: to be able to predict the behaviour of its artefacts.

The artefacts of software engineering are computations or descriptions of such. Computations are processes that transform state. Therefore, processes that produce computations are also such artefacts (computations), as are processes that produce such processes, recursively, ad infinitum, along with descriptions of these. Obviously, the quality of the prediction may deteriorate in each recursion due to approximations made.

Another obvious observation is that the above, if acceptable as a definition of computation, covers many physical, chemical, psychological, and other processes, continuous as well as discrete. Is this of consequence, however? The theory can be restricted to cover only those aspects of current interest. Restricting the domain too much, however, makes for rigidity: Perhaps quantum computations are to be realized by quantum mechanical processes? Would these then fall outside the scope of software engineering simply because the definition of software engineering does not allow for such processes? Some of the rather commonly accepted parts of the theory of software engineering are indeed rather close to social psychology, say, Conway’s law.

How can a theory be of use in practice: In ways, exemplified by any theory used by any engineering discipline, to predict the behaviour of its artefacts.
What is a useful definition of theory: Logically, a theory is a collection of true statements about a domain of discourse. Some statements will be statistical or stochastic ones. Determination of the truth of a statement is not a part of logic which only assumes that this can be done if necessary: it is simpler for some domains of discourse. Indeed, it may be impossible, re Gödel and Turing, e.g.

The true statements will by necessity be conditional in that they will need to describe the conditions under which they hold. They will also name concepts of relevance. What these concepts would be for a theory of software engineering, is unclear to us. What the practitioner will use will be something that is based on such true statements, most likely quite distinct in appearance from these.

What questions should a theory of software engineering address: This needs to be a theory of computations, rather, as engineering will need to use it to predict the properties of its artefacts. Specifically, the construction of software in a software project is a computation by the above definition (it is a process to produce a relevant artefact), the predictability of which and its results is the urgent problem for software engineering. The question to be answered is how to provide predictability to a level at least somehow comparable to other engineering disciplines.

How foundational/universal should it be: As fundamental as is needed. It is rather fundamental, if the above definition of a computation is accepted.

What should the main concepts of the theory be: Our suggestion is to use local state and local transformation of state. These produce a computation, a flow of control potentially distributed and concurrent. This age-old dichotomy of states and state transformations characterize processes across scientific disciplines, e.g., [1]. These can also be used to describe also human behaviour to a degree at least. SEMAT uses these concepts when talking about alphas.

This is only a partial answer, obviously: States and transitions are very low-level concepts. If following the lead of Maxwell’s equations—not necessary but perhaps plausible—the issue would be, what are the measurable bulk quantities that would have to be related by the theory, those that are relevant for increased predictability of software projects. If software projects are computations, trajectories of interest, what, by analogy to Maxwell’s equations, are the concepts corresponding to fields (or potential functions) that affect these trajectories? These are not clear to us.

It is most likely not wise to restrict these concepts even to realisable states, transformations, and computations, since unrealisable ones may be relevant for the theory, although less likely to the practice. Obviously, it is definitely not wise to restrict to serial computations, since these only cover a portion of the interesting ones: even a software project tends to have concurrent parts even if actually being executed serially by one person!

Should a theory of software engineering be expressed formally: Indeed, it should. If it can be expressed with the conciseness of Maxwell’s equations, so much the better. Whether this can be done is not clear.

If formalized, what is a suitable language for a theory of software engineering: Mathematics and logic are the best language that we as human beings have invented in order to describe and then predict the behaviour of processes, among other things. They are obviously incomplete: to quote Eugene O’Neill, “A poor thing but mine own.” [2]

It is not clear if the mathematics needed to achieve such a formalization exists or even can be created, although the human mind has been in the past been able to achieve similar breakthroughs when put under the pressure of necessity.

III. Conclusion

As is obvious, there are significant bodies of knowledge that can be drawn upon that have explored related issues. The ones closest to our current interests are action systems, as exemplified by Unity (of Chandy and Misra [3]) and DisCo (of Kurki-Suonio [5]), Temporal Logic of Actions (TLA, of Lamport [4]), and Petri nets [1]. The weight of a body of knowledge is, however, of little consequence unless it is relevant to increasing the predictability.
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Abstract

Software is a key element of the modern computing systems (from mobile phones to supercomputers) and there is a need for high standards in educating people who are involved in its development. It becomes especially critical when there are special requirements for high quality software. This paper presents an ontological model to describe and define the Software Quality Assurance (SQA) knowledge area. International standards (SWEBOK, IEEE, and ISO) were the main sources of the terminology and semantic relations of the developed SQA model. The Application-Based ontology evaluation is used to measure practical aspects of ontology deployment. An ontology-based e-learning prototype was designed and implemented to guide students and practitioners about a process of development of the SQA compliant software.

1. Introduction

In software engineering, people with different necessities and viewpoints need to communicate and share knowledge during all the stages of the software life cycle. Information sharing helps to prevent inconsistency among teams that are geographically dispersed and are participated in the development process.

Using ontology to model the SE knowledge shortens the development time, improves productivity, decreases cost, and increases product quality. Ontologies provide better understanding of the required changes and the system to be maintained [Calero, 2006, p. 57-62; Mendes, 2004; Wille, 2004]. Software engineering domain ontologies are very useful in developing high quality, reusable software by providing an unambiguous terminology that can be shared through the development processes. Ontologies also help in eliminating ambiguity, increasing consistency and integrating distinct user viewpoints [Uschold, 1996; Zhao, 2009].

In addition, software engineering ontologies can be used to support the translation between different languages when different users/agents need to exchange data. Designers with different backgrounds and viewpoints working on the same project can be helped by ontologies in the requirement specification process by offering a declarative specification of the system, its components and the relationship between the components [Calero, 2006].

2. Building the SQA Ontology

There was an effort by different bodies to develop Software Engineering standards followed by the forming of the ISO/IEC Joint Technical Committee 1 (JTC1) workgroup in order to guarantee consistency and coherency among standards. The IEEE Computer Society and the ISOJTC1-SC7 agreed to harmonize terminology among their standards. However, there is still no single standard which embraces the whole SQA knowledge. Because of that, there are various vocabularies to describe the SQA knowledge in learning context including textbooks. In addition, Software Engineering teachers have different backgrounds, use different languages and/or jargons which motivate additional research related to SQA teaching.

Our research aims to investigate, design and evaluate a model of the SQA knowledge area that would facilitate automated retrieval of the domain knowledge using ontologies. After a thorough review of the software engineering field and software quality knowledge area in particular, ontologies (development methodologies, tools, and languages), and previous work in literature of developed ontologies in the field of software engineering and technologies, we built a software quality ontology model that represents the main software quality concepts and relations among them. The primary source of the developed SQA ontology is the SWEBOK guide (2004), in addition to that, ISO and
IEEE standards (ISO 9126, IEEE 12207, IEEE 610.12, IEEE 00100, SWEBOK 2004, PMBOK 2008) were used and from them relevant terminology was extracted with help of domain specialists. The developed ontology was implemented using the Web Ontology Language OWL. Protégé was selected as the ontology editing and knowledge acquisition tool [Bajnaid et al., 2011].

3. Evaluating the Developed SQA Ontology

Higher quality ontologies can be easier reused and shared with confidence among applications and domains. Additionally in case of re-use, the ontology may help to decrease maintenance costs [Vrandečić, 2010]. Thus, ontology evaluation is an important step followed its development which includes assessing the usefulness of the ontology for the purpose it was built for and evaluating the quality of the ontology (its conceptual coverage, clearness, etc.). Evaluating ontology is not an evidence of the absence of problems, but it will make its use safer.

Our ontology evaluation is limited to the criteria identified by Gómez-Pérez [2001] such as: completeness, consistency, conciseness, and expandability.

**Completeness:** all knowledge that is expected to be in the ontology is either explicitly stated in it or can be inferred.

**Consistency:** refers to weather a contradictory knowledge can be inferred from a valid input definition.

**Conciseness:** if the ontology is free from any unnecessary, useless, or redundant definitions.

**Expandability:** refers to the ability to add new definitions without altering the already stated semantic.

Different ontology evaluation approaches have been considered in literature depending on the purpose of the evaluation and the type of the ontology being evaluated. Brank and colleagues [2005] classify ontology evaluation approaches as following:

1. Those based on comparing the ontology to a “golden standard” which might be an ontology itself;
2. Those based on using the ontology in an application and evaluating the results or application-based ontology evaluation;
3. Those involving comparison with a source of data (e.g. a collection of documents) about the domain to be modeled by the ontology;
4. Those where evaluation is done by humans who try to assess how well the ontology meets a set of predefined criteria, standards, requirements, etc.

The first approach is not applicable due to the lack of a “golden standard” or upper Software Engineering ontology.

The second approach has been adopted and an application-based ontology evaluation was conducted using a prototype system which was implemented for this purpose [Bajnaid et al., 2012].

The third approach was held during development of the ontology when the evolving conceptual model [Bajnaid et al., 2012] was compared to the sources of knowledge.

The fourth approach included usage of the ontology assessment questionnaire which was distributed among some Specialist Groups of well-known communities to validate the quality of the ontology.

4. Conclusion

A well-defined, complete and disciplined SQA process can be helpful to improve communication and collaboration among project participants and can serve as a standard when there is a disagreement. To our knowledge, there is no software quality ontology available for teaching and learning purposes. Having the opportunity to build dynamic ontology reasoning rules will provide a unique insight in teaching software quality in an e-learning environment. The quality of the ontology was validated against several criteria. The consistency and conciseness of the developed ontology were automatically validated during the implementation process using the Protégé consistency checker tool. A proof of concept e-learning prototype was built to evaluate the SQA ontology deployment. [Bajnaid et al., 2012].
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I. INTRODUCTION

In a call for action [1], Jacobson, Meyer, and Soley, together with many other signatories, encourage the software engineering discipline to “re-found” software engineering based on a “solid theory” [2]: The SEMAT initiative. In a soon to be published book [3], the “The Essence of Software Engineering” is presented by “Applying the SEMAT Kernel”. This SEMAT kernel identifies the essential concepts or “things” that need to be kept track of in order to successfully develop software, the so-called alphas ($\alpha$). This way, SEMAT conceptualizes the “things” going on in the software development process, independently from a specific software development approach, methodology or philosophy. The alphas allow us to talk about what things need to be done and monitored, discussed and taught in software engineering independently from how they are done in a specific development approach. This agnostics when identifying the alphas is one of the strength of SEMAT’s conceptualisation.

Surprisingly enough, the artefacts that are used for software development seem not to be of primary concern in SEMAT: documents describing the software in some form or the other. In this paper, we understand software documents in the broadest possible sense, which would subsume single paragraphs with the product objective, product definitions, systems specifications, source code, binary code, tests (executable and not), all kinds of UML and non-UML diagrams, formal models, user stories, GUI definitions, and handbooks; in short, any written or graphical artefact we encounter during the software development process (be it on paper or in electronic form).

We can only guess as to why software documents do not play a more prominent role in the SEMAT kernel; one reason might be that discussing any of these software documents specifically, would introduce a bias towards some specific development approaches – SEMAT would not be agnostic anymore. When discussing specific documents – and in particular when defining specific structures and how they should be written – we might introduce a bias towards how things should be done, and this way towards a specific software development philosophy.

Still, we believe that software documents are way too important not to be a primary concept of a theory of software engineering. In this paper, we will have a first glance at the space of software documents and their characteristics – independently from a specific software development philosophy. In order to understand this space, we identify some first dimensions that span the space of all software documents with their different characteristics; we give a glimpse of how these dimensions could be used to better understand what should be done during the software development process, which, in particular, would help teaching software engineering. Moreover, the way and order in which different software development approaches create documents with their specific characteristics in this space – i.e. the project’s software document trajectory in this space – might characterise specific software development approaches and provide insights into the way they work.

In this paper, we will discuss some ideas of how this could look like. This paper, however, does not provide the answer yet – we do not even dare to fix the most essential dimensions yet. The dimensions and examples discussed in this paper, should demonstrate that it is worthwhile investigating the dimensions, and that, eventually, these dimensions could be an ingredient to the theory of software engineering.

II. DIMENSIONS AND THEIR PURPOSE

Next, we discuss some first candidates for some of the dimensions of software documents, and how they reflect on the development process.

A. Some dimensions

Figure 1 depicts three dimensions, which – from our teaching experience – seem to be important for software development. For lack of a better name, we call the first one the “What-How” dimension; the idea of this dimension is that in the early phases it should be defined “what” the final software product should do, in contrast to “how” this

1A Sofa Seminar discussion of the Software Engineering Section of DTU Informatics resulted in a proposal to call this dimension the Abbott-Costello dimension after the famous “Who’s on first?” performance from 1945.
is finally technically realized and implemented. The second dimension is level of detail, which runs from “rough” to “detailed” – we will see later, that the level of detail, probably, can be decomposed into two independent dimensions. The third and, for now, last dimension is formality, which runs from “informal” to “formal”. Also for formality, it appears that it can be decomposed – at least its is entangled with another dimension, executability (see Sect. II-C).

Of course, there are more dimensions; which ones are the most relevant and helpful ones, is still an open issue. For getting a grip on the issue, we will start some form of wiki or open document, where all interested people could contribute their perspective. A reasonable schema for defining a dimension could consist of a name, an (informal) definition or characterisation, and a “litmus test” for identifying on which side of a dimension a software document would be located; in some cases, there could be even some metrics for measuring documents with respect to the dimension; most importantly, there should be a set of examples that show which kind of document would be at which end of the resp. dimension. For example, the “product objective”, which typically is a single sentence or paragraph of what should be achieved with the product, would be about the “what”, “informal”, and “rough”; by contrast, the handbook would be about the “what”, more or less “formal”, but “detailed”. The result of an object oriented analysis would be about the “what”, “informal”, and “rough”; by contrast, the handbook which typically is a single sentence or paragraph of what the resp. dimension. For example, the “product objective”, which then could be a part of software engineering theory. This observation, actually gives rise to another dimension: coverage, which is not yet shown in Fig. 2.

C. More dimensions and entanglement

The coverage mentioned above seems to introduce another dimension of software documents (or in the case of agile a collection of documents). Somehow this is related to the level of detail – just organized according to the product’s features or functions. The level of detail seems to have two independent components: coverage and abstraction, which however needs more investigation.

Likewise, there are other dimensions like non-executable/executable, which, however, is entangled with (i.e. is not full independent of) formality, since executability implies some form of formality. And there are more dimensions, that should be discussed before ultimately deciding on the dimensions of software documents: “textual/graphical”, “imprecise/precise”, etc.

III. Conclusion

In this paper, we gave a glimpse of the dimensions of software documents – barely enough to see that it might be a worthwhile endeavour to better understand these dimensions, which then could be a part of software engineering theory. In this endeavour, existing characterisations of kinds of software documents such as the one discussed by Bjørner [4] should be taken into account.
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I. INTRODUCTION

The software composition problem, dealt with in this work, is how to build a well-designed modular software system from available COTS components that were not designed specifically for our particular system.

This work describes Linear Software Models as a theory of software composition. In this theory, the architecture of a software system is expressed by two kinds of entities: structors and functionals.

Structors are architectural units, from the structural point of view. Functionals are architectural system units from a behavioral point of view. Functionals can be, but are not necessarily invoked.

II. THE THEORETICAL MODEL

A Linear Software Model contains a list of software structors and another list of software functionals. Its Modularity Matrix is defined as a Boolean matrix which asserts links (1-valued elements) between software functionals (rows) and software structors (columns).

Assuming linear independence of structors and of the corresponding functionals, one can prove the following results about a system's Modularity Matrix:

• it is Square;
• it is Reducible, i.e. it can be put in block-diagonal form.

The software system modules at a certain level of the software hierarchy are represented by the blocks of the block-diagonal matrix.

The theory allows formalization of commonly used concepts of Software Engineering. For instance, coupling just means lacking linear independence.

One can express modularity quantitatively by the diagonality of a Modularity-Matrix $M$. It tells us how close the matrix 1-valued elements are to the main diagonal. Our proposed definition of diagonality is the difference between the matrix Trace and $offdiag$, a new term dealing with off-diagonal elements:

\[ Diagonality(M) = Trace(M) - offdiag(M) \]

Proofs of the theory results and more detailed expressions, say for the $offdiag$ terms, are found in our longer paper [1].

III. CANONICAL CASE STUDIES

In order to corroborate the theory, we tested it by applying it first to small canonical systems and then to larger real software systems.

The first canonical system was the KWIC system described in the classical paper by Parnas [2]. Parnas suggested two different modularizations of such a system and showed by informal argumentation that one of the modularizations is better than the other one.

We have taken the data from Parnas' paper and formulated the Modularity matrices for Parnas' modularizations. Using the above definition of diagonality, its value was calculated for both modularizations. We obtained the same results of Parnas' paper by formal means.

Another canonical system was the Observer design pattern taken from the Design Patterns’ GoF book [3]. The Observer Design Pattern abstracts one-to-many interactions among objects, such that when a "subject" changes, its attached "observers" are notified and updated.

Another canonical system was the Observer design pattern taken from the Design Patterns’ GoF book [3]. The Observer Design Pattern abstracts one-to-many interactions among objects, such that when a "subject" changes, its attached "observers" are notified and updated.

Row/column reordering of a quite arbitrary initial matrix causes modules to emerge in a strictly Linear-Reducible
matrix. Meaningful subject, observer and clock application modules emerged from basic structors.

The Observer analysis illustrates that, despite arbitrary initial order, automatic reordering brings about a matrix accurately reflecting the pattern functionality.

IV. LARGER SOFTWARE SYSTEMS

We further tested the theory by applying it to larger real software systems found in the literature.

A typical example is the NEESgrid “Network Earthquake Engineering Simulation” project. It enables network access to allow participation in earthquake tele-operation experiments. The system was designed by the NCSA at University of Illinois.

Modularity Matrix functionals for NEESgrid were extracted from a report [4] with exactly 10 upper-level structors. An initial modularity matrix was obtained with sparse scattered non-zero elements typical of initial matrices in this kind of analysis.

Pure algebraic row/column reordering, without prior semantic knowledge, brought about an almost block-diagonal Matrix, easily amenable to meaningful interpretation.

The significant result, common to large case studies, is that there are few outliers, and all of them are in columns/rows adjacent to the Linear Model blocks. This is what we call bordered Linear-Reducible.

These outliers point out to possible improvements of the software system design.

V. DISCUSSION

The main contribution of this work is the Linear Software Models. These are theoretical standards against which to compare actual software systems. The models stand upon well-established linear algebra, as a broad basis for a solid theory of composition – beyond currently accepted principles and practices.

One can assert, from the Modularity Matrix properties of a system, which structors are independent and which functionals are independently composable. One can then infer which design improvements are desirable.

This view is very different from design models, such as UML, whose purpose is not to serve as theoretical standards. Design models freely evolve with design and system development. Design models have indefinite modifiability to adapt to any system, in response to tests of system compliance to design.

VI. RELATED WORK

Matrices have been proposed and used to deal with modularity. A prominent example is DSM (Design Structure Matrix) proposed by Steward [5], and developed by Eppinger and collaborators, see e.g. [6].

Linearity, not found in DSM, is the outstanding feature of our standard models. Moreover, our modularity matrices display structor to functional links, while both DSM matrix dimensions are labeled by the same structures.

In practice, our modularity matrices may be much more compact than DSM.

Although diagonality has seldom been calculated within the context of modularity, such formulas have appeared in other contexts. Our offdiag definition is better suited to modularity than alternative definitions found in the literature.

VII. CONCLUSION

Software engineering has been perceived as essentially different from other engineering fields, due to software’s intrinsic variability, implied by the soft prefix. This versatility is seen as an advantage to be preserved, even though software composition has largely resisted theoretical formalization.

We have shown that Linear Software Models can be formulated, without giving up variability. Thus, software systems of disparate size, function and purpose, may have Linearity in common.
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